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ABSTRACT

We describe the lookup table approach that is used to store pre-calculated absorption
data in the radiative transfer model ARTS. The table stores absorption cross sections as a
function of frequency, pressure, temperature, and the water vapor volume mixing ratio,
where the last dimension is only included for those gas species that require it. The table
is used together with an extraction strategy, which uses polynomial interpolation, with
recommended interpolation orders between five and seven. We also derived recom-
mended default settings for grid spacings and interpolation orders, and verified that the
approach gives very accurate results with these default settings. The tested instrument
setups were for AMSU-B, HIRS, and Odin, three well-known satellite remote sensing
instruments covering a wide range of frequencies and viewing geometries. Errors
introduced by the lookup table were found to be always below a few millikelvin, in

terms of the simulated brightness temperature.

© 2011 Elsevier Ltd. All rights reserved.

1. Introduction

The atmospheric radiative transfer simulator (ARTS) is
a public domain radiative transfer model for thermal
radiation in planetary atmospheres [1,2]. It is freely
available on the Internet at http://www.sat.ltu.se/arts.
The model is applicable to frequencies from the micro-
wave to the thermal infrared. Areas of application include
the simulation of remote measurements and the calcula-
tion of Jacobians for remote measurement inversion [3],
but also the accurate simulation of broad band radiation
fluxes [4,5].

In contrast to fast parametric models like RTTOV [6],
ARTS is a physical model. With that we mean, firstly, that
it calculates absorption coefficients line-by-line from
spectroscopic catalogues (plus continua), whereas for
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example RTTOV computes optical depths as a linear
combination of profile dependent predictors [7]. In both
cases absorption and optical depth will depend on atmo-
spheric pressure, temperature, and trace gas concentra-
tions, but in the RTTOV case the optical depth will depend
also on viewing angle, which is for ARTS handled by the
radiative transfer scheme.

Secondly, ARTS numerically integrates the monochro-
matic radiative transfer equation (RTE) for a discrete set
of frequencies, whereas for example RTTOV uses the
polychromatic form of the RTE, which operates on chan-
nel average transmissions [7]. For the clear-sky case,
solving the RTE involves just an integral along the line
of sight. If scatterers, such as cloud particles, are present,
the solution is more complicated (see below).

The fact that ARTS is a physical model has the
advantage that it is accurate, especially for atmospheric
situations that are poorly represented in the training data,
where parametric models may have increased errors. An
example for such a situation, for the specific case of
RTTOV-7 and the AMSU-B sensor, is discussed in [8]. It
is reasonable to assume that even other fast models have
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larger errors for ‘exotic’ atmospheric situations that are
not sufficiently represented in the training data.

However, the high accuracy of ARTS comes at the price
of high computational cost. In particular, the calculation
of line-by-line absorption coefficients is costly, because it
can involve the summation of contributions from thou-
sands or even tens of thousands of spectral lines for each
calculation frequency. There are two important cases
where this line-by-line absorption calculation has to be
done many times over in a straightforward implementa-
tion. Case one is the simulation of spectra for a batch of
atmospheric states, using the same sensor setup. This
situation occurs frequently, both when processing real
sensor data, and when generating training data sets. Case
two is the simulation with a 2D or 3D atmosphere, where
each point in the 2D or 3D grid requires different absorp-
tion coefficients, depending on its pressure, temperature,
and trace gas concentrations. In such cases, where line-
by-line absorption would have to be calculated repeat-
edly, it is efficient to pre-calculate absorption coefficients,
and store them in a lookup table. While not making ARTS
as fast as a true ‘fast’ model, this approach makes it fast
enough to open a new applicability range, such as the
generation of training data.

Another important case, where a lookup table can sig-
nificantly improve the computational efficiency of ARTS, is
radiative transfer with hydrometeor scattering. We need
such calculations for example in the context of submilli-
meter-wave remote sensing of cloud ice [9,10]. ARTS includes
two solvers for simulations with scattering, one Monte Carlo
solver [11,12], and one iterative discrete ordinate solver
[13,14]. Although it is technically possible in ARTS to run
these solvers and explicitly calculate line-by-line absorption
‘on the fly’, the calculation speed with this setup will be too
slow for most applications. Hence, in practice both solvers are
normally be used together with an absorption lookup table.

With absorption lookup table we mean that absorption
is calculated line-by-line on predefined grids of pressure,
temperature, frequency, and possibly water vapor
amount, and then stored in a table for later use. A second
important element of any absorption lookup table imple-
mentation is the extraction strategy, which defines how
actual absorption for specific atmospheric conditions can
be extracted from the table. This strategy usually involves
interpolation.

This article describes the implementation of such a lookup
table strategy in ARTS, documents its validation, and gives
recommendations for its optimal use. The general approach is
not new, and we therefore give an overview of different
documented earlier implementations in Section 2. Section 3
then describes the lookup table format and extraction algo-
rithm. Section 4 describes its testing and validation, and
contains some usage recommendations. Finally, Section 5
contains a summary and the conclusions, including a brief
discussion of the advantages and disadvantages of the chosen
approach.

2. Earlier implementations

The aim of this section is to give a compact overview of
earlier absorption lookup table implementations. As a

complement to the text, Table 1 lists all discussed models
and their main properties. For the sake of brevity we do
not thoroughly define all terms here. The reader that is
not familiar with this subject may find it useful to jump
ahead and read Section 3 first, where the terms are
defined, and the encountered issues are discussed in more
detail.

The earliest reported implementation that we are
aware of is that of [16] in 1981. Their table treated the
frequency, pressure, and temperature dependence of the
absorption for different absorbers. No special treatment
was given to water vapor, so water vapor self-broadening
was ignored. As in many later implementations (but not
all), the temperature grid was different for different
pressures, in order to avoid calculating and storing
absorption for p/T combinations that do not occur in the
atmosphere. We also use this approach. Furthermore, to
save some storage space, pressure/frequency combina-
tions where transmission is close to one were omitted.

Aoki [17] in 1988 used a quite similar approach, but
with some modifications. He stores (and interpolates)
the square-root of the absorption, in order to improve
interpolation accuracy, and he uses a quadratic form for
the temperature interpolation. To save space, he uses
different non-equidistant frequency grids for different
pressures.

In 1995, [18] developed his own absorption lookup
table implementation, seemingly unaware of both [16]
and [17]. He stores and interpolates the logarithm of the
absorption coefficient, on a regular frequency, pressure,
and temperature grid. (So, the temperature grid is the
same for all pressures.) His extraction strategy is a two-
dimensional cubic polynomial interpolation in pressure
(log(p/po)) and temperature (T/Tp). In this respect there is
a similarity with our work, since we also use polynomial
interpolation, albeit usually with higher orders. Turner
made no attempts to reduce the size of his table or to
compress it.

Only two years later, in 1998, [19] published a land-
mark paper on the subject. Their interpolation scheme
was again slightly different, and more importantly they
introduced a method of compression using singular value
decomposition (SVD) to reduce the table memory require-
ments, which two other implementations since then have
adopted. Our own implementation so far does not use this
method, but it could be added relatively easily. [19] were
also the first to introduce a special treatment of water
vapor, to account for the self-broadening effect in the
lower troposphere. We also do include this effect.

In 2001 and 2002, [20] and [21] published their
respective implementations. Both use the SVD compres-
sion technique, but combine it with quite different inter-
polation schemes (see Table 1 for details). Another
difference is that [20] do include water vapor self-broad-
ening, whereas [21] do not. Since then, two more imple-
mentations have been published that we are aware of,
[15,22], both without compression, and each using differ-
ent combinations of grids and interpolation (see Table 1).

It is difficult to draw any general conclusions from
these earlier implementations. Storage method, grids, and
interpolation schemes form a unit that can only be judged
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Table 1

1561

An overview of published absorption lookup table implementations. Notes: (1) T-pert in the ‘dimensions’ column means that a different temperature grid
is used for each pressure value, to avoid p/T combinations that do not occur in the atmosphere. (2) 7 is the layer optical depth, the integral of o across the
layer, k is the absorption cross section, defined as « divided by absorber number density (see Eq. (2)). (3) Column ‘H,O dep.’ states to what extent there is
a special treatment for H,0, ‘self and O,’ means that both H,O and O, absorption are stored for different H,O values. (4) Those implementations that do
treat H,O in a special way will also do some interpolation in that dimension, to keep the table here concise, the interpolation scheme for this is not listed.
(5) Ref. [15] was developed for the atmosphere of Venus, all other implementations are for the atmosphere of Earth.

H,0 dep. Quantity Interpolation

Compression

Authors Year Dimensions

Scott and Chedin [16] 1981 Absorber, v, p, T-pert None T

Aoki [17] 1988 Absorber, v, p, T-pert None Jo
Turner [18] 1995 Absorber, v, p, T None log(or)
Strow et al. [19] 1998 Absorber, v, p, T-pert Self Tor YT
Mitsel et al. [20] 2001 Absorber, v, p, T-pert Self o
Dudhia et al. [21] 2002 Absorber, v, p, T None In(o)
Koukouli et al. [15] 2005 Absorber, v, p, T None o
Clough et al. [22] 2006 Absorber, v, p, T-pert Self o

This work 2011 Absorber, v, p, T-pert Self, 0, «

T

p
v

T:

p

v:

2D cubic polynomial

nearest neighbour omit layers/frequencies where
transmittance close to 1.
none

none

quadratic form
linear
linear

variable v grid, depending on p.

none

interpolation in log(p/po) and T/To

v:

T:
p:
v:

Square interpolation in T, p, v

none

5th order polynomial
none
none

SVD compression

SVD compression, plus variable v grid

T: linear SVD compression, plus
different T, p, v grids for each absorber
p: linear in In(p)
v: linear
Unclear none
T: unclear none
p: none
v: none
T: polynomial (default order 7) none

p:
v

polynomial (default order 5)
none

as a whole, and in the context of the application it was
developed for. One can definitely say that a special
treatment of water vapor is necessary if the model is
used for the lower troposphere. Furthermore, based on
our own experiments described later, one can say that
higher order interpolation schemes tend to give more
accurate results for the same grid spacing, as expected.
Lastly, one can say that compression is necessary where
total table size is a limiting factor. But the need for this
has somewhat decreased in recent years, due to the
continuing growth of available computer memory.

The next section describes our own absorption lookup
table implementation in some detail. We do not claim it
to be superior to earlier implementations. However, it
does have the distinct advantages of being easy to use,
quite flexible, and freely available. At least the last point
probably distinguishes it from most of the other
implementations.

3. Method

3.1. Absorption coefficients and absorption cross sections
Although ARTS handles scattering atmospheres [13],

for simplicity, we will use the clear-sky radiative transfer

equation as the basis of discussion. We also assume local
thermal equilibrium, without discussing this further here.

As described for example in [23], the RTE under these
assumptions is

dI

ds

where [ is the specific intensity, defined as the flux of
energy in a given direction per second per unit frequency
interval per unit solid angle per unit area. The variable s is
the distance along the propagation path, and « is the
absorption coefficient in units of 1/length. The function
B(T) is the Planck function, and T is temperature.

Eq. (1) has been written without indicating variable
dependences, in order to keep it simple and compact. But
it should be noted that I is actually I(s), and T is actually
T(s). Furthermore, the absorption coefficient o is a mono-
chromatic quantity, so we have to calculate (and store) it
for any frequency v that we use in the simulation. So o is
actually

= —ol+oB(T), 1

o(v,p(8), T($),X1(8), - .. . XN(S)),

where v is frequency, p(s) is total atmospheric pressure,
T(s) is temperature, and the x;(s) are trace gas volume
mixing ratios (VMRs).

Lambert’s law of extinction (see for example [23])
states that the decrease in intensity along the propagation
path is proportional to the intensity itself (first term in
Eq. (1)), and proportional to the amount of matter in the
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path. Indirectly, this implies that for a mixture of different
gases the total absorption can be written as a sum of the
partial absorption for each gas. We can thus rewrite o as

o= ZO(,' = ZK,‘H,’, (2)

where the index i denotes the different gas species, the n;
are the number densities of the different species, and the
K; are the absorption cross sections of the different
species. The unit of x; is that of an area (length?), hence
the name. Like o, k; is actually

Ki(v)p(s)vT(S)-xl (S)) v vXN(S))-

As one can see from Eq. (2), a significant pressure
dependence of the o; comes from the n;. (If one assumes a
constant VMR of species i, then n; is proportional to the
total pressure according to the ideal gas law.)

When constructing an absorption lookup table, it is
preferable to store the x;, rather than the ;. The reason
for this is that one has to interpolate in pressure. The less
the interpolated quantity varies with pressure, the smal-
ler the interpolation errors.

One then has to think about the dependences of x; on
the atmospheric state variables p(s), T(s), and x;(s) to
xn(s). We will discuss these dependences briefly here.

The most important dependence of x; is that on
pressure p(s). It comes from the fact that the width of
the absorption line shape functions is governed by pres-
sure broadening. An additional minor effect is that line
positions also may depend on pressure, an effect known
as pressure shift. To account for the pressure dependence
of the k;, we have to store them on a pressure grid and
interpolate if we need them for intermediate values. The
interpolation is done in In(p), because numerical experi-
ments showed that this slightly improves the accuracy.

The second most important dependence of k; is that on
temperature T(s). Both the line widths and the line
intensities depend on temperature. But only certain
combinations of pressure and temperature occur in the
Earth’s atmosphere. Hence, storing the k; in a two
dimensional table as a function of pressure and tempera-
ture would waste a lot of space. Instead, they are stored
for a reference temperature profile T'(p) and a set of
temperature perturbations (in kelvin) for each pressure
level. E.g., if the set of perturbations is [-10, 0, +10]K,
then the k; are stored for three different temperatures for
each pressure level: [T™f(p)—10 K, T (p), T™f (p)+ 10 K].

The least important dependence of k; is that on the
trace gas VMRs x4(s) to xn(s). Some earlier absorption
lookup table implementations have completely ignored
this effect, as discussed in Section 2. However, in principle
the width of an absorption line depends not only on total
pressure, but also on the partial pressure of one or more
trace gases. In theory this is always the case, because the
broadening is different for each combination of collision
partners. However, in practice trace gas concentrations in
the Earth’s atmosphere are normally so low, that this can
be safely neglected. An important exception is water
vapor in the lower troposphere, which can reach quite
high volume mixing ratios. Therefore, the effect of water
vapor mixing ratio on water vapor absorption (self

broadening), as well as on oxygen absorption (for exam-
ple according to the parameterization by [24]) is not
negligible.

To allow for this, the ARTS absorption lookup table can
store x; also as a function of water vapor VMR (xy,0). This
should not be done for all species i, but only for those
where such a dependence is implemented in the line-by-
line or continuum absorption model used. The strategy
used to store the water vapor dependent k; is the same as
for the temperature variations. lL.e., x; are stored for a
reference xy,o profile and a set of perturbations.

In contrast to the temperature perturbations, frac-
tional units are used for the xy,o perturbations. Thus, a
perturbation vector of [0, 1, 10] means that ; is stored for
a completely dry atmosphere, one with the reference xy,o
profile, and one with a 10 times increased xy,o content.

All the x;, along with the pressure grid, the reference
profiles of T and xy,0, and the perturbation vectors for T
and xy,0 are stored in ARTS in a common structure, called
absorption lookup table. There is also a frequency dimen-
sion in the table, with an associated frequency grid. No
interpolation is done in that dimension.

3.2. Interpolation orders

In contrast to the absorption coefficients «, the k; are
more closely related to the physics of absorption, rather
than to the distribution of temperature and trace gases in
the atmosphere. As a consequence, the dependence of the
k; on p, T, and xy,o can be described by smooth functions
with few turning points. This means that it is advanta-
geous to use higher order polynomial interpolation
together with the lookup table, rather than simple linear
interpolation.

To be completely clear here, N-th order interpolation
means that a polynomial of degree N (y=anx"+
an_1xN"1+ ... +a;x+ap) is fitted to the data at the N+1
grid points closest to the interpolation point. First order
interpolation corresponds to a plain linear interpolation
between the two closest neighbours.

Appropriate interpolation orders were found by sys-
tematically comparing lookup table calculations with
different interpolation orders to line-by-line calculations,
and recording the achieved accuracies. The recommended
interpolation orders resulting from this exercise are fifth
order for p, seventh order for T, and fifth order for xp,o.
These orders are set as defaults in ARTS, but can be
changed by the user if desired. Generally, higher inter-
polation orders will lead to better accuracy, at the cost of
somewhat higher computational cost of extraction. It is
also possible to set the interpolation order to one minus
the number of grid points in a given dimension. In that
case the polynomial interpolation degenerates to a global
polynomial fit in that dimension.

3.3. Interpolation algorithm

Efficient and general polynomial interpolation functions
were developed and are now included in ARTS. The mathe-
matics follows the treatment in [25], but the implementation
differs to increase efficiency. Interpolation is done in three
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steps: (1) Find the correct grid position in each dimension,
(2) calculate weights, and (3) apply the weights to the data
that should be interpolated. This implementation has the
advantage of being very flexible, and that the weights can be
re-used if the same interpolation has to be applied to
different data elements. Note that the weight calculation
step (2) also works for simultaneous polynomial interpola-
tion in multiple dimensions, where the interpolation order in
each dimension can be chosen independently.

3.4. Extraction algorithm

Absorption cross sections are extracted from the
lookup table as a function of In(p), T, and xy,0. A flowchart

\/

Determine position s of In(p)
in logarithmic pressure grid

AT(j) =T — T™(j)
Azp,0(j) = 2H0 — 256 ()

Calculate r;(j) by two-dimensional
—D polynomial interpolation in
AT(j) and Azw,0(j)

Pressure Loop
Species Loop

Calculate k1 ...kx, by an order N,
interpolation between the k1(j) ... kn,(j)

\/

Fig. 1. A flowchart of the extraction algorithm for absorption cross-
sections.

representation of the algorithm is shown in Fig. 1. The
extraction algorithm is as follows:

1. Determine the position of In(p) in the logarithmic
pressure grid.

2. According to the interpolation order N, in p, Ny+1
neighbours have to be used for the pressure interpola-
tion. Do the following for all these j = 1 to N,+1
pressure levels:

(a) Calculate AT(j) = T—T"f(j).

(b) Calculate Axy,o(j) = Xn,0—X{5o (-

(c) Calculate x;(j) for all N,+1 pressure levels by two-
dimensional polynomial interpolation in AT(j) and
Axy,0(j), with the appropriate interpolation orders
Nrand Ny, ,.

3. Obtain k; by doing the order N, interpolation between
the K,(])

To get absorption coefficients «;, the extracted x; only
have to be multiplied by the number densities n;, which
are obtained with the ideal gas law from the x; and p.

The description above is rather schematic, and omits
details and special cases, such as the fact that xy,o perturba-
tions are only present for some species and not for others.
Also, the extraction is typically done for all frequencies at the
same time, giving as output a x; spectrum.

Obviously, the extraction is far from trivial to program
(although not demanding in computation time). This is
the price to pay for storing the x; in an irregular table,
using deviations from reference profiles, instead of using
simple Cartesian grids. However, that approach was
judged necessary to make the lookup table efficient in
terms of memory and computation time requirements.

3.5. Setting up lookup table generation

An important practical shortcoming in using any absorp-
tion lookup table is that it has to be known beforehand for
which range of p, T, and xu,o absorption coefficients will be
needed. To relieve the user from the burden of having to
define these ranges explicitly, ARTS includes automatic setup
routines for the lookup table for three important cases: ‘3D’ a
3D atmosphere, ‘batch’ a batch of (1D or 3D) calculations, and
‘wide’ a wide table setup that should be suitable for all
reasonable atmospheric conditions.

In the first two cases, the setup routine analyzes the
actual atmospheric states for which the simulations will be
carried out. It calculates reference profiles of p, T, and xy,0 as
simple mean profiles. (The mean is either across the 3D field,
or across the calculation batch.) The setup routine then
determines the minimum and maximum profiles of tem-
perature and water vapor, and uses them to construct
temperature and water vapor perturbation vectors with a
user-defined or default spacing. The set of trace gases, for
which xy,o perturbations should be taken into account, is
also set automatically, based on a fixed internal list. Currently
this list contains only water vapor itself and oxygen, the
latter only if it includes a continuum model, which may
depend on water vapor concentration.
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The default p grid spacing is 0.05 in log(Pa) units. The
default T grid spacing is 20K, and the default xy,o grid
spacing 100 in fractional units. If these default spacings
result in fewer grid points than required by the interpola-
tion order, they are refined, so that each grid has at least
N+1 points for interpolation order N. This means in
practice that for xu,o the actual grid spacing will be
determined purely by the interpolation order, since the
default value is large and will always require refinement.
These default settings result in very accurate calculations,
as will be shown in the next section.

The last setup routine ‘wide’ is intended for cases
where the atmospheric states are not known beforehand.
There we use constant reference profiles of T and xy,0, SO
that the different table dimensions really are orthogonal,
not skewed as in the general case. The default values for
this case are chosen such that a wide range of reasonable
atmospheric conditions is covered (pressure between
0.5Pa and 1100 hPa, temperature between 100 and
400 K, and humidity between 0 and 5% VMR). The default
grid spacings are similar to the ‘batch’ case. The disad-
vantage of this last setup option is that the table will
typically be roughly twice as large as in the ‘batch’ case,
since a wider range of atmospheric conditions is covered.

As a consequence of these automatic setup methods, it
is very simple to switch ARTS between generating (and
using) the lookup table on one hand, and line-by-line
calculation ‘on the fly’ on the other hand. This flexibility
has been used extensively for lookup table validation, as
described in the next section.

4. Validation

We validated the lookup table method by comparing
radiative transfer simulations with absorption lookup
table to reference simulations, for which absorption was
calculated on the fly by a line-by-line calculation. In
subsequent sections, we will sometimes use ‘(tab)’ to
refer to calculations with lookup table, and ‘(Ibl)’ to refer
to calculations with on the fly line-by-line calculation.

The ‘on the fly’ option means that absorption is
calculated line-by-line from the local pressure, tempera-
ture, and trace gas VMRs. This is done during the integra-
tion of the radiative transfer equation whenever
absorption for a point in the atmosphere is needed. Thus,
with this option there is no interpolation at all in the
absorption coefficients. Comparing simulated radiances
between lookup table and on the fly line-by-line simula-
tions is thus a true check of all errors associated with the
use of the lookup table.

This comparison was done for a large set of atmo-
spheric states and for different instrument scenarios.
Details are described in the following sections.

4.1. Atmospheric states

We used 1000 different atmospheric states for testing,
which were randomly selected from the g, T, and O3
datasets of [26], the same 1000 cases that were used in
[27]. For each state, the Chevallier dataset contains atmo-
spheric profiles on 91 vertical levels. For our analysis, we

used the profiles of pressure, altitude, temperature, water
vapor concentration, and ozone concentration. Oxygen
and nitrogen concentrations were assumed to be fixed,
with VMRs of 0.2095 and 0.7808, respectively.
Hydrometeors (cloud liquid water and cloud ice water)
were ignored, only clear-sky radiative transfer simula-
tions were done. The reason for this is that calculation
with hydrometeor scattering with the ‘on the fly’ option
are prohibitively expensive. (Originally, this was the main
reason for developing the lookup table approach.)

4.2. Instrument scenarios

Three different instrument scenarios were used:
AMSU-B, HIRS, and Odin. These represent to some extent
the range of instruments for which ARTS is typically used.
In all three cases, the tests used the standard configura-
tion files for these instruments, which are part of the ARTS
distribution. Also, the lookup table setup in all cases was
simply using the ARTS defaults, identical to the settings
described in Section 3.

The first tested sensor, AMSU-B, is a down-looking
millimeter-wave satellite sensor with two window chan-
nels and three channels centered on the 183 GHz water
vapor absorption line. By convention, channels are
denoted as Channel 16-20, leaving the lower numbers
for AMSU-A. The sensor is described in more detail for
example in [28] and in even more technical detail in [29].
All five channels were tested. As viewing geometry we
arbitrarily chose nadir, but the results for other looking
angles are expected to be very similar, as far as the
accuracy of the lookup table is concerned (not the actual
simulated radiances). The standard ARTS setup for AMSU-
B includes ozone as an absorbing species, since it was
shown by [30] that ozone has a non-negligible impact in
the innermost water vapor channel (Channel 18).

The second tested sensor, HIRS, is a down-looking
infrared satellite sensor with 12 channels in the thermal
infrared spectral range and seven channels in the near
infrared spectral range. The sensor is described in more
detail for example in [27], or, in its original version, in
[31]. We used only the thermal infrared channels for the
test, denoted as Channels 1-12. The instrument setup in
ARTS, which was used for the test calculations, uses the
method of representative frequencies to efficiently simu-
late each HIRS channel with few monochromatic calcula-
tions. The frequencies were derived with a simulated
annealing algorithm in [27]. As in the AMSU-B case, the
test was done only for the nadir viewing direction, as the
lookup table performance should not depend significantly
on the instrument viewing angle.

The third tested sensor, Odin, is a millimeter/sub-
millimeter limb sounder. Some rough information on
the sensor is given in [10], more detailed information is
given in [32]. For the test, limb spectra were simulated for
some different tangent altitudes between 20 and 80 km.
The Odin bands at 119 and 501 GHz were used. In the
latter case, minor trace gases were ignored in the simula-
tion, although they have signatures in the band, because
no input profiles were readily available. This has no
impact on the validity of the test, since water vapor,



S.A. Buehler et al. / Journal of Quantitative Spectroscopy & Radiative Transfer 112 (2011) 1559-1567 1565

oxygen, and ozone generate enough spectral structure to
make the test representative of general limb sounder
simulations.

4.3. Test results and discussion

We simulated each instrument scenario for each of the
1000 atmospheric cases with and without lookup table.
Then we looked at the statistics of d = Tp(tab)— Ty(lbl),
the difference in the radiance (in brightness temperature
units) between the two calculation alternatives. In parti-
cular, we looked at the mean value d and standard
deviation g4 over the 1000 cases. These are summarized
in Table 2. In the case of Odin, which is a spectrally
resolving instrument, the averaging was done also over
frequency (inside each band), and over the different
tangent altitudes.

The two setup options ‘batch’ and ‘wide’ (see Section 3)
were tested separately. The table shows that both options
produce very accurate results. Note that the unit for
brightness temperature differences in the table is micro-
kelvin, so the largest standard deviation found (for the
0Odin 501 GHz band) is only 0.006 K, and the largest mean
error (for the same satellite and band) is only 0.009 K.

Basically, the table shows that the errors associated
with the use of the lookup table are negligible compared
to instrument noise, which is typically of the order of 1 K.
Other forward model errors, for example due to imper-
fectly known spectroscopic parameters or continua, or

Table 2

Lookup table test results, based on 1000 atmospheric cases. For each
case, d = Tp(tab)—Tp(lbl) was calculated as the difference between the
simulated measurement with lookup table and with explicit line-by-line
calculation. Column ‘d’ states the mean of d, column ‘o’ its standard
deviation. All numbers are for brightness temperature in units of
microkelvin, so the differences in all cases are small compared to the
measurement noise. In the case of Odin, which is a spectrally resolving
instrument, the average and standard deviation are not only over
atmospheric case, but also over tangent altitude and frequency within
the band. ‘Batch’ and ‘Wide’ are the two different default table setup
methods included in ARTS.

Instrument  Channel ‘Batch’ setup ‘Wide’ setup

dpK)  0a (BK)  d (uK) aq (UK)

AMSU 16 3744 855.7 -177.4 174.5
17 100.1  546.4 —165.2 140.2

18 129 68.0 0.5 1.7

19 -160.1 311.1 -03 2.7

20 1934 2918 -14.9 30.8

HIRS 1 -0.6 1.2 —447.3 220.1
2 0.1 0.3 —250.9 316.4

3 -0.1 0.3 8.9 199.9

4 0.1 3.2 494.9 185.2

5 —2.2 4.7 758.5 207.5

6 -3.7 9.4 884.2 274.8

7 —18.7 215 267.9 105.1

8 -17.9 379 6.3 8.8

9 -8.7 17.6 14.2 8.1

10 —-10.1 25.8 11.8 10.0

11 —6.1 7.7 39 0.8

12 -21 4.4 -5.8 4.6

Odin 119GHz -7.5 53.7 -37.7 68.4
501GHz —235 49.3 —8847.0 5823.7

even due to different interpolation strategies in the
radiative transfer, are typically of the same 1 K order [33].

Interestingly, the Odin 501 GHz band, in connection
with the ‘wide’ setup option, produces by far the largest
errors. (All other errors are well below 1 mK.) The reason
for this is the constant xy,o reference profile with the
‘wide’ option, which is not optimal for the stratosphere,
where water vapor concentrations are very low. This
effect is not noticeable for the 119 GHz band, which is
dominated by oxygen absorption, but clearly noticeable
for the 501 GHz band. It would not be difficult to optimize
this case further, but the error is still so small that we felt
no need to do this.

Total calculation times for the 1000 atmospheric cases
are listed in Table 3. Both the actual time that has passed
(wallclock time) and the CPU time are given. CPU times
are significantly higher, since the jobs were run on eight-
core machines, and ARTS uses Open MP parallelization to
speed up the calculations.

The last column in the table shows the speedup factor,
defined as run time with ‘on the fly’ absorption (At(1bl))
divided by run time with absorption lookup table
(At(tab)). As expected, the speedup factor depends
strongly on the cost of the line-by-line calculation. It is
largest for HIRS, where more than a million lines are
considered, and smallest for Odin, where only a few lines
are considered. The table shows also that the speedup
factor in wallclock time is less than in CPU time. This is
because wallclock time depends on external factors, not
the least computer load, which are not influenced by the
lookup table.

The numbers given here are for the ‘batch’ setup case,
numbers for the ‘wide’ setup are qualitatively similar. The
numbers given for At(tab) include the time for the lookup
table generation. Because of this, speedup factors will also
depend on the number of atmospheric cases. For situa-
tions where only very few atmospheric cases have to be
calculated, it may not be worth to pre-calculate the
lookup table, and the ‘on the fly’ option may actually be
computationally cheaper. We make no attempt here to
calculate the break even point, i.e., the number of cases
that should be exceeded to make the lookup table more
efficient than ‘on the fly’. It depends on too many factors,
not only on the cost of the line-by-line calculation, but
also on details of the radiative transfer calculation that
determine how often an absorption calculation is needed.

Table 3

ARTS program run times with lookup table and ‘on the fly’ absorption.
1000 atmospheric profiles were processed. The At(tab) times include the
time for the lookup table generation. The last column gives the speedup
factor, see text for definition.

Instrument Time type  At(Ibl) (s)  At(tab)(s)  Factor
AMSU CPU 22,331 849 26
Wallclock 2831 125 23
HIRS CPU 382,938 1.662 230
Wallclock 48,990 326 150
Odin (501 GHz) CPU 11,182 6231 1.8
Wallclock 1447 924 1.6
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The interested user is recommended to simply try both
options and see which is faster.

Since the errors with the default setup settings are
very small, the user could in principle modify these
settings to reduce memory consumption or to further
increase calculation speed, if a poorer accuracy is accep-
table. However, this is not completely straightforward,
since there are in total six parameters to consider: the
grid spacing in p, T, and xu,0, and the three associated
interpolation orders. We thus recommend to use the
default settings.

5. Summary and conclusions

This article describes the lookup table approach that is
used to store pre-calculated absorption data in the radia-
tive transfer model ARTS. The table stores absorption
cross-sections as a function of frequency, pressure, tem-
perature, and the water vapor volume mixing ratio, where
the last dimension is only included for those gas species
that require it. The table is used together with an extrac-
tion strategy, which uses polynomial interpolation, with
recommended interpolation orders between five and
seven for p, T, and xy,0o. No interpolation is done in
frequency. We also derived recommended default settings
for grid spacings and interpolation orders, and verified
that the approach gives very accurate results with these
default settings. Errors introduced by the lookup table
were always below a few millikelvin, in terms of the
simulated brightness temperature.

The main advantage of using the lookup table is the
significant calculation speed increase, with speedup fac-
tors exceeding 200 for infrared calculations with many
spectral lines. (The exact speedup factor depends on the
number of atmospheric cases calculated, if one includes
the one-time computation time to generate the lookup
table.) Are there also disadvantages? Yes, two from a user
perspective. Firstly, one has to anticipate to some degree
the range of atmospheric conditions for which calcula-
tions have to be carried out, since the lookup table has to
be pre-calculated. We try to help with the table setup by
providing the automatic setup methods that are discussed
in Section 3.5. This is easy for ‘well behaved’ input data,
but can be practically difficult for irregular data, such as
radiosonde data, which can have unphysical values, such
as negative temperatures, or odd jumps in pressure. Thus,
with lookup table, ARTS is somewhat less robust against
such outliers or odd values in input data.

The second disadvantage is that the lookup table con-
sumes quite a lot of memory (typically some tens or even
hundreds of megabytes). We do not normally recommend to
store the tables, but to generate them at the beginning of
each batch run. For a table intended for permanent storage,
and to be passed on to other people, it would be better to use
an internal compression method, such as the one developed
by [19]. We have so far not encountered any practical
obstacles due to the large table size, even the calculation of
total outgoing longwave radiation fluxes or high-resolution
reference calculations for HIRS with many 1000 frequencies
per channel are feasible with current PCs. We have therefore
not implemented any compression so far. But it would

certainly be possible, following the approach by Strow and
coworkers.

All in all, the calculation speed increase will outweigh
the two mentioned disadvantages for most users. To use
the absorption lookup table is therefore now the recom-
mended default option in ARTS, rather than ‘on the fly’
absorption calculation.
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